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ABSTRACT:  

As the name concern Unstructured data is the data having no pre-defined format i.e text files, 

documents on the website, email, pdf, tweets, customer reviews and so on. A huge amount of textual 

data is increasing quickly, the ability to summarize, understand and make sense of such data for 

making better retrieval of appropriate data remains challenging. Existing methods are appropriate for 

analysis of structured data but these methods are not appropriate for large volume of unstructured data 

in order to extract useful knowledge. The main motivation of this paper is to understand and exploring 

the huge collection of unstructured data and discovered the useful knowledge from massive amount of 

data in less time to improve performance and time by using appropriate data mining algorithm. 
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1. INTRODUCTION 

The term unstructured is used in every form of online and offline. It is not limited to the field of 

computer science and information technology, now it is used in every field of real-life applications. 

Data explosion, and 91% of the appellant in the survey say they are aware of unstructured data files 

present in their business. More than one-fourth of the survey appellant now say that the majority of 

their business data is unstructured. Unstructured data in their business will exceed structured data 

within next three years by Industry group [1]. Today knowledge becomes the biggest asset of all 

companies so maximum of the knowledge is recorded in unstructured format. Unstructured data is a 

significant part of the Big Data explosion. 

 

2. DATA MINING OF UNSTRUCTURED DATA 

Unstructured data: Unstructured data is data comes from machines generated or human generated and 

it is classified into two types. 

i) Non-Textual unstructured data includes multimedia data like images, videos, and MP3 audio files . 

ii) Textual unstructured data includes examples like email messages, collaborative software and 

instant messages, memos, word processor documents, PowerPoint presentations etc. And the different 

standards for unstructured data are open XML, SMTP, SMS, CSV and Information and content 

exchange [3]. 

 

3. LITERATURE REVIEW 

Dr.Goutam Chakra borty [4] et.al in 2014 proposed an view look at how to organize and analyse 

textual data for extracting  useful and informative knowledge from a large collection of document and 

for using such information to improve business operations and performance. 

S.Geetha [5] et.al in 2012 proposed an approach to extract the data from unstructured data by 

organizing into structured way in the form of Data Relations. Set of rules are used to interpret domain 

knowledge from the unstructured data.  

By segmenting the data using part of speech and its syntactic structure present in the input 

unstructured text, which will help us to categorize the data into entities, actions and construct the 

relations among these entities and actions. This approach applied in the “News Retrieval System” 

which collected news from Various Pages and processed on the basis of Page ranking and displayed 

on the Single page in an effective way.  

Yuanming  Huang [6] et.al. in 2010 proposed the theory and methods on massive unstructured audio 

video intelligent information process in emergency system mechanisms like visual computing, 

cognitive modelling, cognitive science will be the latest achievement of the method of mathematical 

analysis for unstructured multimedia data in emergency system. This research results can build mass 
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information intelligent service platform technical support system framework, breaking the mass of 

information intelligence services in a number of technical bottleneck. 

Dr.Muhammad Shahbaz [7] et.al in 2014 proposed solution in this work is the development of a 

System (Sentiment Miner). It will provide features to process and distinguish text files for opinion 

mining at sentence level using Natural language Processing techniques and Opinion Mining 

algorithms. 

 

4. PROPOSED SYSTEM:  

Objectives:  

a)  Building a dataset for unstructured data. This dataset can adaptively adjust to the dynamic 

change of the data. 

b)  To propose a model for discovering the useful information and knowledge from unstructured 

data. 

c)   To clustering the data using k-mean and hierarchal data mining algorithm to measure efficiency 

[2]. 

In this paper we proposed a new approach for mining of unstructured data, our approach is divided in 

the seven steps, the flow diagram of the proposed approach is as shown in Figure 1, Text mining is the 

automatic extraction of implicit, previously unknown, and potentially useful information and patterns, 

from a large amount of unstructured textual data, such as natural-language texts. In text mining, each 

document is represented as a vector, whose dimension is approximately the number of distinct 

keywords in it. 

 

Figure 1 A Flow graph of Text Mining 
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4.1 Loading the text files 

Large document corpus may afford a lot of useful information to people. Corpus consist but it is also a 

challenge to find out the useful information from huge number of documents. Especially with the 

explode of knowledge around the world, corporate and organizations demand efficient and effective 

ways to organize the large document corpus and make later navigating and browsing become more 

easy, friendly and efficient. In this we have to check files are loaded or not as shown below in Figure 

2.  

 

4.2 Pre-processing 

     Stop-words are words that do not contain any useful information. It includes numbers, special 

characters, converting the data from uppercase to lowercase, punctuations etc.  

 

4.3. Term-document matrix 

 A document-term matrix or term-document matrix is a type of matrix that illustrate the frequency of 

terms that appear in a collection of documents. In a document-term matrix, rows correspond to 

documents appear in the collection and columns corresponds to terms and tabulate the data according 

to their frequency and also elliminate the common terms, this will make 10% matrix empty as shown 

in Figure 3.  

 

 4.4 Most Frequent Words 

 In this we are going to find out the word that are most frequently occurred in the documents and we 

also adjust the frequency of word like 3,4.Suppose we will adjust the minimum frequency 3 and then 

it will plot the word frequency graph as shown in  Figure 4,which shows the word that occurs 3 or 

more times in documents.  

 

4.5  Relationship between Terms  

If we are thinking about a term that you have found to be particularly relevant to your analysis, then 

we may find it favourable to classify the words that most highly correlate with that term or not. 

 

4.6. Word cloud 

      Humans are generally strong at visual analytics. That is part of the reason that these have become so 

popular. With the help of word cloud we find out the documents from which data they are related. A 

word cloud is shown in Figure 5 and word of frequent words as shown in Figure 6. 

 

4.7 Clustering 

Clustering is the process  of grouping a set of objects in such a way that objects in the same group 

(called a cluster) are more similar to each other than to those in other groups (cluster)[8] 
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 Clustering by Term Similarity 

 Hierarical Clustering 

 K-mean clustering. 

 Clustering by Term Similarity 

 For making clustering similarity, firstly we have to elliminate a lot of uninteresting or infrequent 

words. This makes 15% empty space. 

 Hierarical Clustering 

 In this we have to cluster the data based on euclidian distance. 

 Euclidian distance measure the distance between words by applying the formula. Euclidian distance is 

the square root of sum of the difference between two words as shown in Figure 7. Cluster can be view 

as a dendrogram.  Does not need the number of clusters as input possible to view clusters at different 

levels of granularity. 

 Then two clusters will combine so that the similarity between the cluster is  closest until  the  number 

of clusters becomes 1 or similar to the no. of cluster as specified by the user[9].  

 Start with n clusters, and a single sample indicates one cluster. Cluster can be visualized using a tree 

structure (a dendrogram). In this we does not need the number of clusters as input possible to view 

clusters at different levels of granularity. 

 Find the most similar clusters Ci and Cj then merge them into one cluster.  

 Repeat step 2 until the number of cluster becomes one or as specified by the   user. The   distances 

between each pair of clusters are computed to choose two clusters that have more opportunity to 

merge. There are several ways to calculate the distances between the clusters Ci and Cj. 

 

4.7.1 K-mean clustering[8] 

A view of K-mean clustering as shown in Figure 8. 

 Initialization,The first step in k-mean is to define the number of clusters and the centroid that is 

elementary to defined for each cluster.  

 Classification, The distance is estimated for each data point from the centroid and the data point 

having least distance from the centroid of a cluster is assigned to that particular cluster.  

 Centroid Recalculation Clusters generated previously, the centroid is again repeatly calculated means 

recalculation of the centroid.  

 Convergence Condition Some convergence conditions are given as below: 

 Stopping when reaching a given or defined number of iterations.  

 Stopping when there is no exchange of data points between the clusters. 

 Stopping when a threshold value is achieved.  

 If all of the above conditions are not satisfied, then go to step 2 and the whole process repeat again, 

until the given conditions are not satisfied Agglomerative Hierarchical. 
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5. IMPLEMENTATION AND RESULT ANALYSIS: 

For the Implementation and results analysis of Unstructured data, we have used two datasets file 

which are analyse using  R programming on windows 7 operating system and i3 processor with 1 GB 

Ram . 

Result analysis is shown in the n Figure 2 to Figure 8:  

 

5.1 Loading Files 

 

Figure 2 A view of loading the files 

 

5.2 Term-document Matrix 

 

Figure 3 A view of Term document matrix 
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5.3 Word Frequency Graph 

 

                                  Figure 4 A view of word frequency Graph 

 

5.4. Word Cloud 

 

Figure 5  A View of word cloud 

 

5.5.Word Cloud of Frequent Words 

 

Figure 6 A View of frequent words word cloud 
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5.6 Dendogram of Hierarical Clustering 

 

    

                                    Figure 7  A view of Hierarical Clustering 

 

5.7 K-mean clustering 

 

 

                                           Figure 8 A view of K-mean clustering 

 

6. CONCLUSION  

We present a framework for text mining. One of the main aspect of this framework is to identify the 

documents and the data they contained and evaluate the feasibility to apply text mining which may 

achieve good performance by using data mining technique when dealing with thousands of 

documents, by separating the data contained by documents into bag of words. From our experiment 

we analyze, pre-processing does play an important role. In document-term weighting factor is to take 

care of the effect of document length and make each document have the same significance. 
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